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Valence-dependent mutation in lexical 
evolution

Joshua Conrad Jackson    1 , Kristen Lindquist    2, Ryan Drabble2, 
Quentin Atkinson    3,4 & Joseph Watts    4,5

A central goal of linguistics is to understand how words evolve. Past research 
has found that macro-level factors such as frequency of word usage and 
population size explain the pace of lexical evolution. Here we focus on 
cognitive and affective factors, testing whether valence (positivity–
negativity) explains lexical evolution rates. Using estimates of cognate 
replacement rates for 200 concepts on an Indo-European language tree 
spanning six to ten millennia, we find that negative valence correlates with 
faster cognate replacement. This association holds when controlling for 
frequency of use, and follow-up analyses show that it is most robust for 
adjectives (‘dirty’ versus ‘clean’; ‘bad’ versus ‘good’); it does not consistently 
reach statistical significance for verbs, and never reaches significance for 
nouns. We also present experiments showing that individuals are more likely 
to replace words for negative versus positive concepts. Our findings suggest 
that emotional valence affects micro-level guided variation, which drives 
macro-level valence-dependent mutation in adjectives.

There are more than 7,000 living languages across the globe today1. 
This linguistic diversity has emerged through a process that resem-
bles Darwinian evolution2,3. Much like how humans and chimpanzees 
share a common ancestor from millions of years ago, languages such 
as Hindi and German shared a common Indo-European ancestor sev-
eral thousand years ago4,5. And much like species share traits such as 
hooves and lactation due to common ancestry, many languages share 
cognate words that show systematic sound correspondences indicat-
ing that they diverged from a common origin. For example, the English 
word ‘good’ is translated as ‘gut’ in German, and ‘góður’ in Faroese, 
suggesting a common origin. Despite the commonalities between 
lexical and genetic evolution, there are also key differences between 
these processes. One important difference is that cultural and linguis-
tic mutations are significantly less random than genetic mutations6,7. 
Models of guided variation8 and semantically biased transmission9 
claim that humans often non-randomly transform stories, beliefs and 
practices based on psychological biases and preferences10–13. In this 
Article, we explore how these micro-scale processes of non-random 

transformation may shape the macro-scale evolution of languages 
over millennia.

Cognition and emotion clearly impact how humans use language14, 
yet few studies in linguistics have tested whether people’s cognitive 
and affective appraisals of word meanings explain long-term trends 
in the evolution of language. Past studies of lexical evolution have 
largely focused on how demographic (for example, population size15 
and inter-group contact16) and linguistic (for example, frequency of 
word use17, length of word18, average age of acquisition19 and number of 
synonyms20) properties influence lexical evolution. On the other hand, 
many psychological studies have analysed how semantic factors such 
as valence (positivity versus negativity), dominance and arousal shape 
how humans process language10,21–23, but do not consider the implica-
tions of these factors for long-term language change. Only rarely have 
studies considered how psychological properties scale up to produce 
population-level changes in lexical evolution20. Studying the psychologi-
cal underpinnings of long-term lexical evolution therefore represents a 
significant step forward for both linguistics and psychology.
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families in the world, covering languages in South Asia, Central Asia and 
Europe. This language family is also well studied in linguistics research, 
making it possible to analyse data on word frequencies, borrowing, 
age of acquisition and other semantic properties (for example, physi-
ological arousal and dominance) as control variables (for more infor-
mation on all control variables in our analysis, see Methods). The 200 
‘Swadesh list’ concepts that we use (Supplementary Table 1) are often 
used in comparative linguistics research because they have relatively 
comparable meanings across cultures and low rates of borrowing47. 
This macro-level analysis allows us to test whether valence can explain 
variation in cognate replacement, and to test whether these effects are 
independent of frequency of use, and other potentially relevant factors. 
We can also test whether a potential relationship between valence and 
cognate replacement varies across different parts of speech.

Our second series of analyses examines individual-level 
decision-making to test whether the semantic preferences of contem-
porary English speakers can account for an association between valence 
and lexical evolution. We develop a new paradigm in which we can esti-
mate the rate at which participants select words for replacement when 
creating a new dialect of the English language. This paradigm models 
key features of lexical evolution, in so far as our participants represent 
‘interactors’ and the words (‘utterances’) they use represent units of 
cultural information that are subject to selection48. While this paradigm 
does not model inter-group contact and social interaction, which play 
important roles in language change48, it allows us to directly model the 
selection of positive versus negative words under highly controlled 
conditions. We compare whether words that are frequently replaced by 
English-speaking individuals also show high rates of population-level 
cognate replacement over millennia. In our Supplementary Methods 
and Results, we replicate the findings from this individual-level study 
with a slightly different procedure that serves as a robustness check.

Results
Valence and cognate replacement at the population level
Did positive and negative concepts evolve at different rates in our 
population-level data? Initial correlations revealed consistent evidence 
such that negative concepts evolved faster than positive concepts. 
We found a similar dynamic across English (r(166) = −0.29, P < 0.001, 
95% confidence interval (CI) −0.43 to −0.15), Spanish (r(173) = −0.29, 
P < 0.001, 95% CI −0.42 to −0.15), Polish (r(142) = −0.32, P < 0.001, 95% 
CI −0.46 to −0.16) and Dutch (r(149) = −0.30, P < 0.001, 95% CI −0.44 to 
−0.15). These are not independent findings because cognate replace-
ment rate is estimated across the whole Indo-European language 
phylogeny, meaning that each language in our analysis had the same 
cognate replacement data. Our language-specific analyses therefore 

Drawing from past research in cognitive and affective science, we 
examine whether valence explains variation in rates of lexical evolu-
tion. We focus on valence because it appears to be a culturally and 
developmentally universal semantic dimension. Valence can predict 
how languages around the world encode word meaning better than 
dominance, certainty and physiological arousal24,25. The human brain 
is highly attuned to valence, and people rapidly process valence when 
they perceive faces, objects and words26–28. Humans appear to gain 
tools for understanding and communicating valence early in life with 
minimal learning. ‘Bad’ and ‘good’ are among the first words learned 
by children21,29,30. Valence is also an important dimension in the study 
of cultural evolution, which has documented changes to the positiv-
ity of music31, song lyrics32 and literature33 over time. If valence is a 
psychologically meaningful semantic dimension for all humans, it may 
influence which words mutate and which words remain stable at both 
the micro- and macro-levels of language evolution.

Past research raises competing hypotheses about how valence may 
affect lexical evolution. Some evidence suggests that negative words 
may evolve faster than positive words. Negative information draws 
more attention34–36, and people often perceive negative information 
as more self-relevant than positive information37, which leads them 
to evaluate negative information with more analytic and elaborative 
processing than positive information38–40. Research on the Pollyanna 
principle also finds that people have a tendency to remember and share 
positive information when they think about the past41, leading people 
to change negative information at a greater rate than positive informa-
tion. A preference for positive information and a tendency to scrutinize 
and change negative information may lead to negative words mutating 
more than positive words over time. In contrast, other studies suggest 
that cultural transmission biases could result in words for positive con-
cepts mutating more rapidly than words for negative concepts. Humans 
learn negative concepts faster than positive concepts42. People are also 
more likely to accurately communicate negative concepts in transmis-
sion chain studies that assess how a message changes as people relay it 
to one another (like the classic game of ‘Telephone’)12. If people learn 
and communicate negative information with high fidelity, this could 
lead to negative words mutating less than positive words over time.

We use two approaches to test whether valence can explain pat-
terns of lexical evolution. Our first series of analyses draws from large 
cross-cultural semantic norming studies that measured the semantic 
properties of thousands of concepts43–46. We combine these data with 
data on rates of cognate replacement—the rate at which languages 
replace words for concepts with a non-cognate form—for 200 basic 
concepts across 87 Indo-European languages over 6,000–10,000 years 
(ref. 17). Indo-European is one of the largest and most diverse language 
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Fig. 1 | The relationship between semantic valence and cognate replacement 
rate in four Indo-European languages. Higher values of valence represent more 
positive words and negative values represent more negative words. Negative 
valence is correlated with faster rates of cognate replacement for all four 
languages. The overall effect is displayed in black, and effects by verbs, adjectives 

and nouns are displayed in dashed coloured lines. The English-language 
panel contains 168 words; the Spanish-language panel contains 175 words; the 
Polish-language panel contains 144 words; the Dutch-language panel contains 151 
words. Supplementary Fig. 1 reproduces this figure while adjusting for control 
variables.
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serve as robustness checks (that is, reproducing the association for 
each language means that our results are not confined to how English 
speakers alone view the positivity of words) rather than independ-
ent replications. Figure 1 shows the relationship between valence and 
cognate replacement in each language (for a reproduction of Fig. 1 
residualized on key variables, see Supplementary Fig. 1).

We next evaluated the robustness of these associations using 
multilevel regressions containing covariates. Our first model in 
each language (Table 1, model 1) focused on semantic variables, 
and our second model (Table 1, model 2) included the full range of 
control variables. In these models, we nested words within their 
part of speech using a random-effects approach and centred the 

Table 1 | Multilevel regression models predicting cognate replacement per 10,000 years

Predictor n b (standard error) β t P 95% CI

English: model 1 168

 Valence −0.38 (0.10) −0.27 −3.80 <0.001 −0.57 to −0.18

 Arousal −0.19 (0.14) −0.09 −1.31 0.19 −0.47 to 0.09

English: model 2 166

 Valence −0.29 (0.10) −0.21 −2.81 0.006 −0.49 to −0.09

 Arousal −0.17 (0.14) −0.09 −1.22 0.23 −0.44 to 0.10

 Frequency −0.19 (0.10) −0.14 −1.90 0.06 −0.37 to 0.006

 Borrowing −0.26 (0.09) −0.20 −2.91 0.004 −0.43 to −0.09

Spanish: model 1 175

 Valence −0.36 (0.11) −0.30 −3.29 0.001 −0.57 to −0.15

 Arousal −0.11 (0.16) −0.06 −0.66 0.51 −0.41 to 0.21

Spanish: model 2 175

 Valence −0.27 (0.12) −0.22 −2.31 0.02 −0.50 to −0.04

 Arousal −0.05 (0.16) −0.03 −0.32 0.75 −0.36 to 0.26

 Frequency −0.16 (0.08) −0.15 −1.94 0.05 −0.32 to 0.003

Polish: model 1 144

 Valence −0.43 (0.14) −0.28 −3.17 0.002 −0.70 to −0.16

 Arousal −0.17 (0.22) −0.07 −0.77 0.44 −0.60 to 0.26

Polish: model 2 143

 Valence −0.18 (0.15) −0.11 −1.18 0.24 −0.46 to 0.11

 Arousal −0.25 (0.22) −0.09 −1.11 0.27 −0.67 to 0.18

 Frequency −0.09 (0.09) −0.10 −1.03 0.31 −0.26 to 0.09

 Age of acquisition 0.49 (0.13) 0.33 3.67 <0.001 0.23 to 0.75

Dutch: model 1 151

 Valence −0.51 (0.16) −0.24 −3.09 0.002 −0.83 to −0.19

 Arousal 0.38 (0.25) 0.13 1.50 0.14 −0.11 to 0.86

 Dominance −0.27 (0.29) −0.08 −0.92 0.36 −0.83 to 0.30

Dutch: model 2 150

 Valence −0.39 (0.18) −0.18 −2.15 0.03 −0.74 to −0.04

 Arousal 0.41 (0.25) 0.15 1.65 0.10 −0.07 to 0.90

 Dominance −0.31 (0.30) −0.10 −1.05 0.30 −0.88 to 0.26

 Frequency −0.04 (0.10) −0.04 −0.41 0.68 −0.22 to 0.15

 Borrowing −0.20 (0.18) −.0.09 −1.14 0.25 −0.54 to 0.14

 Age of acquisition 0.21 (0.17) 0.12 1.27 0.21 −0.11 to 0.53

Note. Two-tailed regression models with fixed effects mean-centred within part of speech. Sample size (n) denotes number of unique concepts in each analysis.
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values of all predictors within part of speech to ensure the relation-
ships we identify are not simply an artefact of differences in rates of 
cognate replacement between parts of speech (following ref. 49; for 
results using a fixed-effects approach, see Supplementary Table 2). 
Valence was negatively associated with cognate replacement rate in 
all models, and this relationship reached statistical significance in all 
models except for one Polish model where age of acquisition was the 
dominant predictor (although age of acquisition was not significant 

in the Dutch model). The effect size of valence was larger than that 
of frequency of use in all models.

We also examined how the association between valence and cog-
nate replacement rate varied within different parts of speech. Our full 
sample of concepts contained eight parts of speech (nouns, verbs, 
adjectives, adverbs, number words, conjunctions, prepositions and 
pronouns). However, 86% of the sample were nouns, verbs or adjec-
tives. We focused on variation between these three major parts of 
speech because we had so few cases of other parts of speech. We fit 
a random-effects meta-analysis that generated meta-analytic esti-
mates—across the four languages—of the magnitude of the association 
between valence and cognate replacement rate for each part of speech. 
We evaluated this model under three conditions: (1) with no control 
variables, (2) controlling for frequency of use and (3) controlling for 
frequency of use and semantic arousal, the covariates available for 
all four languages. Figure 2 summarizes the model estimates, and we 
describe and report the models in depth within the Supplementary 
Results (for zero-order effects for each language and part of speech, 
see also Supplementary Table 3).

In each model, the meta-effect of valence was largest for adjec-
tives, followed by verbs, and was smallest for nouns. For nouns, the 
effect did not reach statistical significance in any model. For verbs, the 
meta-effect of valence was statistically significant, but valence was not 
significantly associated with cognate replacement in any individual 
language when controlling for covariates. This demonstrates that 
valence is most robustly associated with cognate replacement rate at 
the population level for adjectives, although does not rule out a weaker 
effect for verbs and nouns. The full statistics for the meta-effects in each 
model are presented in Table 2. The effect for nouns may be weak—and 
consistently non-significant—because of two restrictions of range. 
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Dutch adjectives

Adjectives meta-e�ect
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Fig. 2 | The meta-analytic relationship between valence and cognate 
replacement rate for different parts of speech. Node size in the plot is scaled 
to sample size (number of words within a part of speech within a language), and 
error bars represent 95% CI. Rate of cognate replacement is the outcome in all 
models. For adjectives, the relationship is consistently significant. For verbs, the 

meta-effect is consistently significant, but the relationship is significant only for 
specific languages without control variables. For nouns, the relationship is never 
significant. These models contain 168 English words, 175 Spanish words, 144 
Polish words and 151 Dutch words.

Table 2 | Coefficients from part-of-speech random-effects 
meta-analysis models

Part of speech Model type Effect 95% CI

Adjectives Zero-order −0.71 −0.91 to −0.51

Adjectives Controlling for frequency −0.59 −0.79 to 
−0.39

Adjectives Controlling for frequency 
and arousal

−0.59 −0.83 to 
−0.36

Nouns Zero-order −0.08 −0.21 to 0.04

Nouns Controlling for frequency −0.05 −0.18 to 0.07

Nouns Controlling for frequency 
and arousal

−0.06 −0.18 to 0.06

Verbs Zero-order −0.29 −0.44 to −0.15

Verbs Controlling for frequency −0.19 −0.33 to 
−0.04

Verbs Controlling for frequency 
and arousal

−0.20 −0.35 to 
−0.06

Note. Effect sizes represent r coefficients. CIs are two-tailed.
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First, nouns have a significantly slower mean rate of cognate replace-
ment (mean 2.81) than adjectives (mean 3.44) and verbs (mean 3.67) 
(b = −0.77, P = 0.004, 95% CI −1.28 to −0.25). Second, the nouns in our 
sample have a narrower range of valence than the verbs and adjec-
tives because no nouns in our sample are highly negative. The most 

negative noun is more positive (minimum 2.36) than the most negative 
verb (minimum 1.35) and most negative adjective (minimum 2.05). 
However, these statistics do not explain why the association between 
valence and cognate replacement rate was more robust for adjectives 
than for verbs.

In addition to these part-of-speech analyses, Supplementary 
Information provides a variety of other robustness checks. Our 
Supplementary Methods describe model diagnostics that show that 
our findings are not driven by problematic outliers or influential 
datapoints (Supplementary Fig. 2). Our Supplementary Results 
describe several additional analytic procedures. For example, we 
describe a latent variable approach in which we used separate prin-
cipal components to represent the valence and frequency of use 
for all languages (Supplementary Tables 4 and 5). We also show 
that valence does not significantly interact with arousal in our 
models and describe additional data collection and analyses in 
which we show that the effect of valence in our models cannot be  
explained by taboo and difficulty of communication (Supplementary 
Table 6).

We next analysed our individual-level behavioural data to 
test if individual people were also more likely to select words con-
noting negative (versus positive) concepts for replacement, and 
whether individuals’ word replacement selections correlate with 
population-level cognate replacement rates. For the sake of par-
simony, we refer to participants’ word replacement selections as 
‘word replacement’, but it is important to note that participants 
were selecting words to replace but not choosing a replacement in 
our individual-level studies.

Valence and word replacement at the individual level
We tested the relationship between individual-level word replacement 
and valence to evaluate whether biased individual-level replacement 
decisions could serve as a mechanism for the population-level asso-
ciation between valence and cognate replacement. A zero-order cor-
relation found that, as with population-level cognate replacement, 
individual-level word replacement was negatively correlated with 
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frequency of use (usage per million words). Shading represents s.e.m. One-third 
of concepts (chosen randomly) are labelled. Grey nodes represent concepts 
that did not have semantic valence data available. This plot contains data on 168 
English-language words.

Table 3 | Multilevel regression models predicting cognate 
replacement per 10,000 years

Predictor n b (s.e.m.) β t P 95% CI

Model 1 165

 Word 
replacement

2.33 (0.94) 0.20 2.47 0.02 0.49 to 
4.17

 Frequency −0.16 (0.11) −0.13 −1.57 0.12 −0.37 to 
0.04

 Borrowing −0.26 (0.09) −0.21 −2.96 0.004 −0.43 to 
−0.09

 Arousal −0.09 (0.14) −0.05 −0.66 0.51 −0.36 to 
0.18

Model 2 165

 Word 
replacement

1.47 (1.04) 0.12 1.42 0.16 −0.54 to 
3.48

 Frequency −0.13 (0.11) −0.10 −1.26 0.21 −0.34 to 
0.07

 Borrowing −0.26 (0.09) −0.20 −2.95 0.004 −0.43 to 
−0.09

 Valence −0.22 (0.12) −0.16 −1.94 0.05 −0.45 to 
−0.0001

 Arousal −0.16 (0.14) −0.08 −1.14 0.26 −0.43 to 
0.01

Note. Two-tailed regression models with fixed effects mean-centred within part of speech. 
Word replacement refers to individual-level word replacement rates. Frequency, semantic 
features and borrowing come from the English data. Sample size (n) denotes number of 
unique concepts in each analysis.
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semantic valence (r(165) = −0.48, P < 0.001, 95% CI −0.59 to −0.36). 
This association replicated in a model controlling for arousal, frequency 
of use and borrowing, and centring all terms within part of speech 
to control for potential part of speech effects. In this model, valence 
(b = −0.05, β = −0.41, standard error of the mean (s.e.m.) 0.008, t = −2.83, 
P < 0.001, 95% CI −0.06 to −0.03) and frequency of use (b = −0.04, 
β = −0.34, s.e.m. 0.007, t = −5.03, P < 0.001, 95% CI −0.05 to −0.02) were 
both significantly and negatively associated with word replacement 
rates. Arousal and borrowing were not significant predictors (for full 
set of coefficients, see Supplementary Table 7; for association between 
valence and cognate replacement rate in this study broken down by 
part of speech, see Supplementary Table 3).

We also performed a pre-registered follow-up study in which we 
no longer required participants to replace words, and we implemented 
several means of reducing researcher demand characteristics, includ-
ing a direct probe for demand at the end of the study. This supple-
mentary study also used a larger and more diverse sample of 1,200 
concepts. Our Supplementary Methods describe the procedure and 
methods of this study in detail, and our Supplementary Results sec-
tion describe the findings of the study (Supplementary Table 8). This 
follow-up replicated the strong negative association between valence 
and word replacement for each part of speech, which suggests that 
this is a robust association that generalizes beyond the Swadesh list 
sample of concepts.

Individual-level and population-level replacement
We next tested whether individual-level word replacement rates of 
Swadesh list concepts in our individual-level study were correlated 
with the population-level cognate replacement rates over 6–10 million 
years of linguistic evolution. Analyses showed a symmetry in replace-
ment rates across levels of analysis, such that words that were most fre-
quently replaced by individuals in our study also tended to have higher 
rates of cognate replacement in our population-level dataset (Fig. 3) 
(r(197) = 0.29, P < 0.001, 95% CI 0.16 to 0.42). Individual-level word 
replacement remained a significant predictor of population-level cog-
nate replacement when controlling for borrowing rate, frequency of use 
and arousal (Table 3, model 1). When valence was added to the model, 
word replacement was no longer significant, showing that valence 
partly accounts for why concepts with high levels of cognate replace-
ment at the population level also have a high rate of individual-level 
word replacement (Table 3, model 2).

In sum, we find robust evidence that negative adjectives mutate faster 
than positive adjectives over lexical evolution, and individual people tend 
to replace negative words more than positive words when they modify lan-
guage. Moreover, current-day English speakers in an online survey tend to 
replace the same words that have had rapid rates of cognate replacement 
over the last 10,000 years of Indo-European lexical evolution.

Discussion
The word for ‘good’ in English has cognate forms in German and Faroese. 
However, the word for ‘bad’ is expressed as ‘bad’ in English, ‘schlecht’ in 
German and ‘illur’ in Faroese. Here we show that this difference signifies 
a broader pattern that we call ‘valence-dependent mutation’, in which 
negative valence correlates with a faster rate of cognate replacement 
in lexical evolution across a language family representing 6–10 millen-
nia of language change. Valence-dependent mutation showed similar 
characteristics across all four Indo-European languages in this study: 
it consistently reached statistical significance for adjectives, it reached 
statistical significance for verbs without control variables but not when 
controlling for frequency of use and semantic arousal, and it did not 
reach statistical significance for nouns.

We replicate valence-dependent mutation at the individual 
level by showing that people are more likely to replace words for 
negative concepts than positive concepts—across parts of speech—
when they create a new dialect of English. Our individual-level study 

observed a correlation between individual-level word replacement 
decisions and population-level cognate replacement rates: words 
that people frequently replaced were also the words with the highest 
rates of cognate replacement over thousands of years of language 
evolution. This dynamic suggests that people’s preferences about 
language may drive valence-dependent mutation. A supplementary 
individual-level study found that this effect was robust to the subset 
of concepts sampled and to the potential for experiment-induced 
demand on participants’ selections. Our results show how insights 
from cognitive and affective science may enrich our understanding 
of lexical evolution.

Valence-dependent mutation not only informs evolutionary lin-
guistics, it may also explain why negative concepts are often more ‘gran-
ular’, meaning that they are more numerous and differentiated, and 
have more specific meanings than positive concepts50–52. For instance, 
there are approximately 66% more words that name negative emotions 
than words that name positive emotions in the English language53–55, 
and 75% more words that describe negative than positive personality 
traits53,56. The origins of this asymmetry have long been a mystery in 
psychology57, but we suggest that valence-dependent mutation may 
be one mechanism for this phenomenon, since newly replaced words 
often remain in lexicons and lead to larger lexicons. For example, the 
English adjective ‘sleazy’ was introduced in the seventeenth century to 
express the same concept as the older English word ‘sordid’58, yet ‘sor-
did’ remains in use today. There may be other mechanisms behind the 
higher relative granularity of negative compared with positive words, 
but we consider valence-dependent mutation to be a potential key to 
this puzzling phenomenon.

Our correlational data cannot conclusively identify the mecha-
nism behind valence-dependent mutation, which is a limitation of 
this paper. However, we can partly rule out some potential mecha-
nisms. For adjectives at least, the association between valence and 
lexical evolution was robust to controlling for frequency of use. 
Negative adjectives are therefore unlikely to evolve faster than 
positive adjectives simply because they are less frequent. Our Sup-
plementary Results also describe additional norming data that we 
gathered from a set of online raters on difficulty of communication 
and level of taboo. These analyses showed that taboo and diffi-
culty of communication could not account for valence-dependent 
mutation, suggesting that negative adjectives do not evolve rapidly 
simply because they become taboo, or because they are difficult to 
communicate.

We propose that the cultural evolutionary process of guided varia-
tion is an important mechanism underlying valance-dependent muta-
tion. Guided variation refers to biased intra-individual transformations, 
which then spread throughout cultural groups8. There are several 
mechanisms of guided variation that could underlie our findings. One 
potential mechanism is that people may be more motivated to precisely 
describe negative phenomena than positive phenomena, leading 
them to develop new negative adjectives at a faster rate than positive 
adjectives. This ‘descriptive precision’ account could explain why 
population-level valence-dependent mutation was only consistently 
significant for adjectives, as adjectives are descriptors by definition. 
However, this mechanism does not explain why participants in our 
individual-level studies also replaced negative words more frequently 
than positive words for verbs and nouns. Potential general mecha-
nisms of valance-dependent mutation are that negative words elicit 
more attention than positive words34,35, or that people apply more 
analytic and effortful processing when they evaluate negative versus 
positive information, including negative language39,40. People may 
also have a bias towards retaining positive words because they view 
them more favourably, which would be consistent with the Pollyanna 
principle41. These more general mechanisms raise the possibility that 
valance-dependent mutation also occurs across different parts of 
speech at the population level, but our present findings cannot confirm 
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or rule out this possibility. Therefore, we encourage future research 
that estimates valence-dependent mutation in large and heterogene-
ous samples of words and investigates the different mechanisms that 
we raise here.

An alternative possibility is that valence-dependent mutation 
arises through transmission biases. People may socially transmit posi-
tive adjectives with higher fidelity than negative adjectives. This possi-
bility seems unlikely because transmission chain studies also show that 
people tend to transmit negative information with higher fidelity than 
positive information when they communicate information from one 
person to another12. People also recognize negative information more 
accurately than positive information59. Nevertheless, transmission 
effects would still be interesting to explore in future research because 
they can indicate how people’s motivation to distort negative informa-
tion in social interactions through innuendo or other audience-tuning 
strategies can accelerate the pace of valence-dependent mutation60–62.

Our research also speaks to differences between lexical and bio-
logical evolution, and the nature of cultural evolution more broadly. 
There are examples of biased mutation in genetic evolution, such as 
contingency genes in Hemophilus influenza that allow the bacteria to 
mutate in adaptive ways in response to host antibodies during periods 
of stress63. However, there is broad consensus that cultural evolution 
includes a higher volume of non-random transformation than biologi-
cal evolution, and that psychological preferences and biases influence 
the nature of this non-random transformation6. Our studies examine 
intra-individual processes that contribute to this non-random transfor-
mation, and we encourage future studies that focus on inter-individual 
mechanisms of biased mutation in language change, given the impor-
tance of sociality in human life64. Bridging micro- and macro-processes 
of cultural evolution promises to identify how individual people’s 
motivations and cognitive biases may culminate in large-scale changes 
in language and culture across human history.

Methods
Population-level data
Lexical evolution properties. The first step in our population-level 
survey involved collecting data on cognate replacement rates—rates 
in which a cognate was replaced with a non-cognate—for word forms 
associated with a wide variety of concepts. We obtained these data 
from Pagel, Atkinson and Meade17, based on their estimates of cognate 
replacement rates for 200 concepts that make up the Swadesh word 
list47, a list of basic vocabulary terms thought to be relatively universal 
and relatively resistant to borrowing. Words for each concept were 
grouped into between 1 and 46 cognate sets (for example, words for 
the concept of big fell into 24 different cognate sets across the 87 
Indo-European languages in the dataset). The paper then applied a 
statistical likelihood model of word evolution to the phylogenetic trees 
of Indo-European languages (for more details, see ref. 17). For each of 
the 200 concepts, the authors used a likelihood model of word evolu-
tion and Bayesian inference framework to infer the rate of cognate 
replacement—the rate at which the word for a concept will be replaced 
with a non-cognate form—within an Indo-European language. Inferred 
rates varied by a factor of 10, from fewer than one cognate replacement 
per 10,000 years for concepts such as two and one, to as many as nine 
cognate replacements per 10,000 years for concepts such as dirty, stab 
and guts. While the age of the Indo-European language family is con-
troversial, scaling the rates of cognate replacement to match different 
time depths for the family would change the absolute replacement rates 
but not the relative rates that were the focus of the present analysis.

Semantic properties. We collected data on concepts’ semantic 
properties from four Indo-European languages: English, Spanish, 
Polish and Dutch. These languages span three of the major subclades 
of the Indo-European language family tree (Germanic, Italic and 
Balto-Slavic), to ensure our semantic data reflects general features 

of the Indo-European language family. We analysed the relationship 
between semantic valence and cognate replacement separately for 
each language to test whether our results were similar in magnitude 
across these diverse languages.

We obtained English-language norming data on valence and arousal 
from Warriner and colleagues43 (n = 1,827 raters), Spanish-language 
data on valence and arousal from Stadthagen-Gonzalez and col-
leagues44 (n = 512 raters), Polish-language data on valence and arousal 
from Imbir45 (n = 400 raters) and Dutch-language data on valence, 
arousal and dominance from Moors and colleagues46 (n = 224 raters). 
Not all concepts had semantic data available for all four languages. 
Of the 200 concepts for which we had cognate replacement data, 168 
were available in our English norming data, 175 in Spanish, 144 in Polish 
and 151 in Dutch. These missing data meant that our analyses varied in 
degrees of freedom across languages (Table 1). Some concepts also 
had multiple words (that is, ‘culebra’ and ‘serpiente’ in Spanish for the 
concept of ‘snake’). Native speakers of these language were consulted 
for each of these discrepancies so that we could choose the more appro-
priate lexical form. Supplementary Table 1 contains our concept list 
and the cognate replacement rate for each concept.

Frequency of use. In addition to data on semantic properties, we used 
frequency-of-use data on English from Warriner and colleagues43, 
on Spanish from Davies65, on Polish from Imbir45 and on Dutch from 
Moors46. Consistent with past research, we log-transformed frequency 
of use before analyses. All significant results remain significant regard-
less of this transformation.

Borrowing. Words can be borrowed from one language to another (for 
example, the word ‘schadenfreude’ is borrowed in English from Ger-
man). Borrowings between the Indo-European languages in our sample 
could potentially inflate the inferred age and stability of word forms 
within our phylogenetic analyses. While we have no reason to suspect 
that borrowing explains valance-dependent mutation, we nevertheless 
controlled for borrowing when data were available as a precaution. We 
obtained borrowing data on 196 of the 200 concepts from the World 
Loanword Database (WOLD)66. WOLD uses a 1–5 rating system where 
1 represents words that are ‘clearly borrowed’, 2 represents words 
that are ‘probably borrowed’, 3 represents words that are ‘perhaps 
borrowed’, 4 represents words that are ‘probably not borrowed’ and 
5 represents words that have ‘no evidence of borrowing’. As the vast 
majority of concepts were classified as either ‘clearly borrowed’ or 
‘no evidence of borrowing’, we collapsed the 5-point rating scale into 
a dummy-coded variable where words received a 0 if they had no 
evidence of borrowing, and a 1 if they had any evidence of borrowing 
(categories 1–4). A positive relationship between borrowing and cog-
nate replacement would therefore denote that the concepts underly-
ing borrowed words in a particular language had higher estimates of 
cognate replacement than the concepts underlying non-borrowed 
words. Results were substantively identical if we used the full rating 
scale or used a dummy-coded variable that collapsed categories 1–3 
and 4–5. WOLD did not contain data on Spanish and Polish, so we used 
the English and Dutch data.

Part of speech. In their dataset, Pagel, Atkinson and Meade17 classified 
words as adjectives (n = 41), adverbs (n = 7), conjunctions (n = 3), nouns 
(n = 75), numbers (n = 5), prepositions (n = 3), pronouns (n = 9) and 
verbs (n = 57). Our models nested words within these parts of speech 
using a random-effects approach and centred fixed effects within part 
of speech. For example, each word’s semantic valence was scaled on 
the basis of the mean valence for the part of speech. This controlled 
for any confounding variance associated with part of speech effects. 
Results are the same if, instead of centring, we added dummy-coding 
fixed effects representing parts of speech to our regressions (Sup-
plementary Table 2).
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Age of acquisition. Age-of-acquisition data were available in our 
Dutch46 and Polish45 norming datasets.

Statistical test notes. All statistical tests reported in this paper are 
two-tailed. The Supplementary Methods section includes model diag-
nostics that show that our data meet the assumptions of our statistical 
tests (Supplementary Fig. 2). All analyses were performed in R Studio 
version 1.1.383.

Individual-level data
We pre-registered all properties of this study, including the sample 
sizes, exclusion criteria, procedures, designs and analytic plans. The 
pre-registration can be found at https://osf.io/f86wt/. We obtained 
approval from the University of North Carolina institutional review board.

Sample. We advertised for 500 participants from Amazon Mechanical 
Turk. We did not conduct a power analysis, but we deemed this sample 
size appropriately large to detect a meaningful effect. We advertised 
the study to workers who had an approval rate of 95% or higher. In total, 
528 participants enroled in the survey, but we excluded 34 because 
they did not finish the study, or they failed our attention check (see 
‘Procedure’). The remaining 494 participants (age: mean 40.60 years, 
standard deviation 13.22 years; 248 men, 246 women) received 50 cents 
(USD) for their participation in the study.

Procedure. At the beginning of the study, we instructed participants to 
imagine that they were part of a new settlement on a foreign planet, and 
their job in this settlement was to establish a new language modelled after 
the English language. They would need to keep some existing English 
words but replace other English words with new words that convey the 
same meaning. Participants then viewed ten sets of four words, which 
we took from the 200 concepts in our macro-level study (all participants 
therefore saw all words). The word sets were sampled pseudo-randomly: 
we matched word sets on the basis of their part of speech (adjectives 
were presented with adjectives) and first letter, but word sets were oth-
erwise randomized. This matching ensured that valence was not con-
founded with other aspects of language. Participants viewed each set 
in a multiple-choice format, and they were asked ‘which of the following 
English words would you like to replace?’ Participants then provided 
demographics, which included an attention check that asked participants 
for their favourite hobby in bold but specified in plain text that partici-
pants should select ‘gardening’ if they were paying attention.

Replacement rates. Replacement rates represented proportions, 
bounded by 0 and 1, such that a value of 0 meant that a word was never 
replaced and a value of 1 meant that a word was replaced every time 
it was viewed. Word replacement rate was normally distributed with 
a slight positive skew (1.02). We did not transform the variables in 
our analyses because residuals in our regression models appeared 
to be normally distributed, but results are virtually identical if we use 
log-transformation.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Our project page at https://osf.io/f86wt/ displays all data from this 
paper. Our analyses used external data from WOLD (https://wold.clld.
org/) and from Pagel, Atkinson and Meade (https://www.nature.com/
articles/nature06176?message=remove&pagewanted=all).

Code availability
Our project page at https://osf.io/f86wt/ displays all code from this 
paper.
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A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code
Policy information about availability of computer code

Data collection We used Qualtrics for data collection

Data analysis All analyses were performed in R studio version 1.1.383. Our code is available at https://osf.io/f86wt/

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and 
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A description of any restrictions on data availability 
- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

The data that support the findings and figures of this study are available at https://osf.io/f86wt/. Our analyses used external data from the World Loanword 
Database (https://wold.clld.org/) and from Pagel, Atkinson, and Meade (https://www.nature.com/articles/nature06176?message=remove&pagewanted=all). 
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Human research participants
Policy information about studies involving human research participants and Sex and Gender in Research. 

Reporting on sex and gender The 494 participants comprised 248 self-identified men and 246 women.

Population characteristics Mage = 40.60, SDage = 13.22; 248 men, 246 women

Recruitment Cloudresearch participant pool, which is well-established in behavioral science research. Participants self-selected into the 
study by clicking a link on Cloudresearch. The study (10-minute study) was named in such a way that participants would not 
self-select based on demographic characteristics or pre-existing attitudes. 

Ethics oversight University of North Carolina IRB Board. We obtained informed consent from all participants prior to data collection.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Ecological, evolutionary & environmental sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description Our first study draws from large cross-cultural semantic norming studies that have measured the semantic properties of thousands of 
concepts in four languages. We combine these data with cognate replacement for 200 such concepts across 87 Indo-European 
languages over 6,000-10,000 years. Our second study uses individual-level human behavior to test whether the semantic preferences 
of contemporary English speakers can account for the association between valence and lexical evolution. 

Research sample Our first study sampled Indo-European languages. The Indo-European language family is one of the largest and most diverse 
language families in the world, covering languages in South Asia, Central Asia, and Europe, and dating back thousands of years. Indo-
European languages also have been well studied by past linguistics research, making it possible to incorporate data on borrowing 
rates, word frequencies, and other semantic properties (e.g., physiological arousal, dominance) as control variables in our analysis. 
Our second sample was English-language speakers from the United States. We sought a sample of contemporary language speakers 
to test whether their word replacement decisions would mirror historical cognate replacement rates across Indo-European 
languages.

Sampling strategy We focused on norming data in four Indo-European languages: English, Spanish, Polish, and Dutch. These languages span three of the 
major sub-clades of the Indo-European language family tree (Germanic, Italic and Balto-Slavic), so ensure our semantic data reflects 
general features of the Indo-European language family. These languages also had semantic norming data available.  We obtained 
English-language norming data on Valence and Arousal from Warriner and colleagues (n = 1,827 raters), Spanish-language data on 
Valence and Arousal from Stadthagen-Gonzalez and colleagues (n = 512 raters), Polish-language data on Valence and Arousal from 
Imbir (n = 400 raters), and Dutch-language data on Valence, Arousal, and Dominance from Moors and colleagues (n = 224 raters). 
Not all concepts had semantic data available for all four languages. Of the 200 concepts for which we had cognate replacement data, 
168 were available in our English norming data, 175 in Spanish, 144 in Polish, and 151 in Dutch. We obtained individual-level word 
replacement data from a sample of 494 participants. We estimated that a sample of 500 participants would give us adequate power 
to detect variation in replacement likelihood across our sample of concepts.

Data collection We obtained these data from Pagel, Atkinson, and Meade1, based on their estimates of cognate replacement rates for 200 concepts 
that make up the Swadesh word list, a list of basic vocabulary terms thought to be relatively universal and relatively resistant to 
borrowing. Words for each concept were grouped into between 1 and 46 cognate sets (e.g., words for the concept of big fell into 24 
different cognate sets across the 87 Indo-European languages in the dataset). The paper then applied a statistical likelihood model of 
word evolution to the phylogenetic trees of Indo-European languages. For each of the 200 concepts, the authors used a likelihood 
model of word evolution and Bayesian inference framework to infer the rate of cognate replacement across the Indo-European 
language family. Inferred rates varied by a factor of 10, from less than one cognate replacement per 10,000 years for concepts such 
as two and one, to as many as nine cognate replacements per 10,000 years for concepts such as dirty, stab, and guts. While the age 
of the Indo-European language family is controversial, scaling the rates of cognate replacement to match different time depths for 
the family would change the absolute replacement rates but not the relative rates that were the focus of the present analysis.  
 
Our data on semantic-norming and individual-level word replacement was collected using online surveys. Our data in Study 2 was 
hosted on Cloud Research and the survey was hosted on Qualtrics.

Timing and spatial scale Estimates of cognate replacement rates spanned 6-10 millennia of language evolution.
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Data exclusions In our second study, we excluded 34 participants because they didn’t finish the study, or they failed our attention check

Reproducibility We reproduced our analyses across four languages. However, it is important to note that these are not independent findings because 
cognate replacement rate is estimated across the whole Indo-European language phylogeny, meaning that each language in our 
analysis had the same cognate replacement data. This means that our language-specific analyses should be viewed as robustness 
checks (i.e., reproducing the association for each language means that our results are not confined to how English speakers alone 
view the positivity of words) rather than independent replications. We have no evidence to suggest that our findings are not 
reproducible. 

Randomization No random assignment in our main text studies, but we did include multiple covariates. We controlled for frequency of use, 
borrowing, and other semantic properties. In our supplemental materials, we consider other covariates such as part of speech, age of 
acquisition, level of taboo, and difficulty of communication. 

Blinding The research assistant who gathered our semantic norming data was blind to our hypothesis. 

Did the study involve field work? Yes No

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging
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